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Abstract— The basic idea of this paper is to implement a fixed 

low order controller on a real electronic system by using the 

STM32 microcontroller. The principal aim of this controller is to 

guarantee some step response specifications such as the settling 

time and the overshoot. The controller parameters are obtained 

by the minimization of a non convex optimization problem. The 

resolution of this sort of problems may lead to a local solution. 

Hence, we are interested to use a global optimization method 

such as the GGP (Generalized Geometric Programming) method. 

The practical results show the effectiveness of the proposed 

algorithm. 

Keywords — Microcontroller; fixed low order controller; step 

response specifications; global optimization.  

I. INTRODUCTION 

Nowadays the use of microcontroller miniature devices is 

becoming remarkable. In fact, the devices are employed in 

several industrial applications such as medicine, automotive 

systems and transportation, aerospace, etc. Indeed, the 

progression of microcontrollers and the features that they 

combined with their speed, allow them to be more suitable for 

a wide variety of control applications. There is some works 

that have used fast devices to implement control algorithms 

[1], [2], [3] and [4].  It’s in this context that is made our work 

which consists on the implementation of a linear system 

control algorithm on a STM32 microcontroller. 

In works given in [5] and [6], authors have presented the 

synthesis of a fixed low-order controller for linear time 

invariant, Single Input Single Output (SISO) systems with 

some step response specifications such as the settling time and 

the overshoot.  

The controller design is expressed as an optimization 

problem which takes in account the desired closed-loop 

performances. In [7], authors presented the methodology of 

fixing the desired closed loop characteristic equation by the 

user. Since, the controller parameters are obtained by 

minimizing a non-convex optimization problem. The use of 

global optimization method is suggested. In our work, we will 

apply the GGP method to resolve this optimization problem. 

The key idea of this method is to transform a non-convex 

optimization problem to a convex one by means of variable 

transformations. The main contribution of this paper is the 

implementation of the proposed algorithm on a real electronic 

system by the use of STM32 microcontroller. 

The proposed control law was developed using Keil 

development tool specially-engineered for ARM processor 

based microcontroller devices. 

The paper is organized as follows: In section II, the 

problem statement is exposed. The design of controllers is 

developed in section III. In section IV, the GGP method is 

introduced. Section V describes the hardware and the software 

development tools employed in this application. To bring out 

the effectiveness of the proposed controller, a practical 

implementation on a real system and a comparison with the PI 

controller is presented in section VI.  The last section is 

devoted to conclude this paper.  

II. PROBLEM STATEMENT 

A  SISO system can be represented by a transfer function 

G(s). The closed system is delineated in Fig. 1.  

 

Fig. 1.  A feedback control system. 
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The controller is given by: 
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In the case of low-order controller, we have: 1r t l≤ < − . 

In order to obtain a closed loop transfer function with a unit 

static gain, we introduce a polynomial F(s): 

 1

1 1 0( )
q q

q qF s f s f s f s f
−

−= + + + +�  (4) 

By using Eq. 1 and Eq. 2 the closed-loop transfer function 

will be given by: 
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The closed-loop characteristic equation is given by the 

following relation:  
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where n l t= + . 

The target, now, is to design a controller which will be 

able to ensure some step response performances such as the 

overshoot and the settling time.  

Emphasize that the indented closed-loop characteristic 

equation must be specified by using the polynomial 

characteristics ratios which was expanded in [5], [6] and [7]. 

III. DESIGN OF CONTROLLERS 

We define the controller parameters vector by: 

 [ ]0 0 1

T

r tx b b a a −= � �  (7) 

The coefficients vectors of the closed-loop characteristic 

polynomial δ and the closed-loop desired polynomial δ
 
are 

respectively given by: 
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The coefficient vector of the closed-loop characteristic 

polynomialδ can be expressed as a function of x by: 
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The controller parameters are determined so that the 

difference between δ  and δ  is minimal. This can be obtained 

by the following weighted cost function: 
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 (11) 

where W is a weighting matrix. 

It was clarified in [7] and [8] that the coefficients of lower 

powers of s in the transfer function are the most related to the 

step response. Then, the weighting matrix may be selected such 

that the weights for the low powers of s have greater values 

than those for higher powers. 

The controller parameters can be obtained by the resolution 

of the following problem: 

 min ( )
x

f x  (12) 

The present optimization problem is non-convex. Thus, its 

resolution by a local approach may lead to a local solution. 

Therefore, to deal with this problem, the use of global 

optimization method is suggested. 
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IV. GENERALIZED GEOMETRIC PROGRAMMING METHOD 

A. Mathematical formulation of the GGP method 

GGP problems are appear commonly in engineering design, 

management and chemical process industry (see e.g. [9], [10], 

[11], [12], [13] and [14]).The distinctive peculiarity of this 

method that it is dedicated to solve a class of non-convex non-

linear programming problems with the objective function and 

the constraints are in polynomial forms. The mathematical 

formulation of a GGP problem with free variables is expressed 

as follows [15]:  

 
0
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T

p p
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where  
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pi
α is integer for 1m i n+ ≤ ≤  and 

ix and ix
 

are, 

respectively, lower and upper bounds of continuous variables 

ix .  It should be noted that convexification strategy that will be 

introduced later is only applied for positive variables 

ix because of the logarithmic/exponential transformation. 

Accordingly, this transformation necessitates substituting 
ix by 

exp( )iy . Therefore, 
ix must be strictly positive. Nevertheless, 

this is not a handicap because we can use simple translations of 

the variables to accomplish specifications for variables 

originally having negative values [16]. 

The GGP method has been suggested to find the global 

optimum based on variable transformations. This 

transformation technique allows the convexification of the 

objective function and the constraints. To begin with, some 

definitions are necessitated before presenting the 

convexification propositions and property.  

Definition 1: A “monomial” function is a product of power 

terms and it can be given by:  

 
1

( ) i

n
p

i

i

f X c x
=

= ∏  (15) 

where c is a real constant and
ip  can be negative or positive 

power for 1 i n≤ ≤ .  

Definition 2: A “signomial” function is constituted of a 

sum with products of power terms, where each product with 

power terms is multiplied by a real constant [17]: 

 ,
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The constants 
jc and powers 

,i jp
 

for 1 i n≤ ≤  and 

1 j T≤ ≤ can be positive or negative. 

Definition 3: The function ( )f X  is called a 

“ posynomial”, when all constants j
c , for 1 j T≤ ≤ , in a 

signomial function of Eq. 16 are positive. 

Optimization problems that possess only signomial terms 

are called GGP problems. 

We will introduce some convex analysis results before 

exposing the convexification rules in next subsection: 
Proposition 1 [15]: A twice-differential function 

1
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n
p

i

i
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1
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i i

i

c p x
=

 
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∑  is convex 
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n
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B. Convexification strategy of the GGP method 

The fundamental concept in the convexification strategy is 

to perform variable transformations to problem given by Eq. 13 

that permits to convexify each monomial of the signomial 

depending on their signs. Because the objective function of the 

controller possesses only variables with positive powers, we 

will be interested only to this case in the transformation rules. 
1) Positively signed term (c>0): 

Let consider the function 
1

( ) i
n p

ii
f X c x

=
= ∏ , where pi>0, 

new variable yi are presented according to exp( )i ix y= , 

i=1,2,…,n. We can then establish the following equivalence: 

 
11

( ) expi

n n
p

i i i

ii

f X c x c p y
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 
= =  

 
∑∏  (17) 

According to the Property previously presented, the 

signomial in the right hand is convex relatively to yi. This 

transformation is called the exponential transformation.  
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2) Negatively signed term (c<0):  

Let consider the function 
1

( ) i
n p

ii
f X c x

=
= ∏ , where pi>0 and 

( )1
1 0

n

ii
p

=
− <∑ , new variable zi are presented according to 

1

i i
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We can then establish the resulting equality: 
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According to Proposition 2, the signomial in the right hand is 

now convex with respect to zi, since all exponents are positive 

and their sum is equal to 1. Another solution to convexify 

( )f X  is to simply choose
1

n

ii
pβ

=
>∑ . This transformation 

is referred to as power transformation. 

V. STM32 MICROCONTROLLER AND KEIL DEVELOPMENT 

TOOLS 

In this section, we present the hardware and the software 

development tools used in this work. 

A. STM32F100RB microcontroller  

The choice to use the STM32 is based on the compromise 

between price (the STM32 discovery costs few dollars), low 

power consumption and performance. In fact, the 

STM32F100RB value line family includes the high-

performance ARM Cortex™-M3 32-bit RISC core working at 

a 24 MHz frequency, high-speed embedded memories (Flash 

memory of 128 Kbytes size and SRAM of 8 Kbytes size), and 

an extensive range of enhanced peripherals and I/Os connected 

to two APB buses. All devices offer two 12-bit DACs, one 12-

bit ADC, up to six general purpose 16-bit timers plus one 

PWM timer, as well as standard and advanced communication 

interfaces: two Serial Peripheral Interface SPIs and I2Cs, three 

Universal Synchronous Asynchronous Receiver Transmitter 

USARTs, and a USB [18]. In order to load the program into 

the STM32 device, the ST-LINK is used. The STM32F100 

architecture is presented in Fig. 2. 

B. Keil development tool  

Keil which is a software development tool includes C/C++ 

compilers, debuggers, integrated environments, middleware, 

Real-Time Operating System (RTOS), simulation models, and 

evaluation boards for ARM, Cortex-M, Cortex-R4, 8051, 

C166, and 251 processor families. The used version, in this 

work, is the µVision 4. The µVision 4 screen supplies a menu 

bar for command entry, windows for source files, and a toolbar 

where we can choose command buttons dialog boxes, and 

information displays. The µVision 4 can open and view 

multiple source files simultaneously.  

This version has two operating modes: Build Mode and 

Debug Mode.  

• Build Mode: It’s the standard working mode. It lets us 

to convert all the application files and to generate 

executable programs.  
• Debug Mode: It supplies an effective debugger for 

testing applications.  

 

 

Fig. 2.  STM32F100 architecture. 

VI. PRACTICAL RESULTS  

In order to show the performances of the presented 

approach, we make a practical implementation of the proposed 

controller on an electronic system by using an STM32 

microcontroller.  

A. System presentation  

The practical system used in this work is a 3
rd

 order low-

pass filter as shown in Fig.3.  

Fig. 3.  3rd order low-pass filter. 
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In our work we choose 47 R K= Ω and 50 µC F= . So, 

by adopting these values, the system transfer function will be 

given by: 

 
3 2

( ) 0.07705
( )

( ) +2.128 1.086 0.07705

Y s
G s

U s s s s
= =

+ +
 (19) 

B. Controllers design  

To compare the closed-loop performances, we are 

interested in the design of two different types of digital 

controllers which are: 

• Proportional Integral (PI) controller. 

• Fixed low order controller. 

1) Control law algorithm 

The control law algorithm is explained by the following 

flowchart.  

 

Fig. 4.  Control law algorithm. 

By determining the system poles, we note that the 

dominant pole of the studied system is
1 0.084p = − . Thus, we 

can deduce the time constant t of this system which is given by: 

 
1

1
12t s

p
= − =  (20) 

For the implementation of these two different types of 

controllers, the sampling period Ts will be chosen such that it 

is much lower than t. 

 

2) PI controller: 

With an aim of determining the PI controller parameters, 

we have used the first method of Ziegler-Nichols which takes 

into account the step response of the open loop system [19] as 

shown in Fig. 5. 

 

Fig. 5.  Response curve for Ziegler-Nichols first method. 

The controller parameters Kp and Ki are computed using 

the open loop step response. Parameters L and T and are 

determined by using the following expressions:
 

0.9
T

Kp
L

= and
0.3

L
Ki = . 

 

The PI controller is expressed by:  

 
1

( )
p i

C s K K
s

= +  (21) 

By using this method, the PI controller will be given by: 

 1

8.738 1.568
( )

s
C s

s

+
=  (22) 

By considering this continuous PI controller and by 

applying the first order hold (foh) discretization method, we 

obtained the following digital PI controller: 

 1

8.816 8.66
( )

1

z
C z

z

−
=

−
 (23) 

Computation of the error e(k)=yc(k)-y(k) 

Waiting the end of the sampling period 

Increment the counter value 

Iteration > max iter  

Algorithm initialization 

Acquisition of the system output y(k) 

Computation of the control u(k) 

End 

Sending the control to the system 

Initialization of the iteration counter 
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Then, the control law obtained by this controller is given by: 

 ( ) ( 1) 8.816 ( ) 8.66 ( 1)u k u k e k e k= − + − −  (24) 

The evolutions of the set point, the output signal and the 

control signal, obtained with the PI controller are depicted in 

Figs. 6 and 7.  

From these figures, we observe that the system output 

fluctuates around the set point and the control signal presents 

many variations.  We remark, also, that the control signal is 

clipped because of the saturation conditions imposed to protect 

the microcontroller. 
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Fig. 6.  Set point and output obtained with the PI controller. 
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Fig. 7.  Control signal obtained with the PI controller.  

3) Fixed low order controller: 

Let consider the following fixed second order controller:  

 

2

1 0

0

( )

( )

A s s a s a

B s b

 = + +


=
 (25) 

Assume that the objective is to synthesize a controller for 

the real system with the following specifications:  

i) Overshoot 2%≤  

ii) 2%  settling time ≤20 s. 

These performances can be obtained by choosing the 

parameters 1 3.3α =  and 7τ =  which satisfy the design 

specifications. The resolution of the optimization problem by 

using the GGP method leads to the following controller: 

 2 2

22.18
( )

6.874 18.815
C s

s s
=

+ +
 (26) 

This continuous fixed low order controller is discretize by 

using the ‘foh’ method. So, the digital fixed low order 

controller will be given by:  

 

2

2 2

 0.0311 0.105 0.022
( )

1.369 0.503

z z
C z

z z

+ +
=

− +
 (27) 

The recursive equation of the proposed controller is given by: 

 
( ) 1.369 ( 1) 0.503 ( 2)

0.031 ( ) 0.105 ( 1) 0.022 ( 2)

u k u k u k

e k e k e k

= − − −

+ + − + −
 (28) 

The evolutions of the output, the set point and the control 

signal, obtained by applying this controller to the real system, 

are shown in Figs. 8 and 9 respectively. 
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Fig. 8.  Set point and output signals obtained with the fixed low order 

controller. 
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Fig. 9.  Control signal obtained with the fixed low order controller. 
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It is remarkable that, despite the variation of the set point, 

the designed controller meets the specified performances which 

are a response with an overshoot about 2% and a settling time 

less than 20 s. 

We note also that the control signal obtained with this last 

controller provides smoother variations compared to the 

control signals obtained with a PI controller. 

Let the purpose be the design of a controller which will be 

able to guarantee the following specifications: 

i) Overshoot 10%≤  

ii) 2%  settling time ≤15 s. 

With an aim of achieving these specifications, we choose 

1 2.88α =  and 4.9τ = . The resolution of the optimization 

problem by applying the GGP method allows us to obtain the 

following controller: 

 3 2

21.9
( )

0.365 6.16
C s

s s
=

+ +
 (29) 

The digital fixed low order controller obtained by using the 

‘foh’ method will be expressed by:  

 

2

3 2

0.809 2.85 0.736
( )

 0.597 0.833

z z
C z

z z

+ +
=

+ +
 (30) 

Then, the control law obtained by using this controller is 

given by:  

 
( ) 0.597 ( 1) 0.833 ( 2)

0.809 ( ) 2.85 ( 1) 0.736 ( 2)

u k u k u k

e k e k e k

= − − −

+ + − + −
 (31) 

By using this controller with the real system, we obtain the 

output signal and the control signal plotted, respectively, in 

Figs. 10 and 11. 

From Fig. 10, we note that the system output meets the 

desired requirements, (an overshoot less than or equals to 5% 

and a settling time of 15 s).  
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Fig. 10.  Set point and output signals obtained with the second fixed low 

order controller.  
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Fig. 11.  Control signal obtained with the second fixed low order 

controller.  

VII. CONCLUSION 

The implementation of a fixed low order controller by the 

use of the STM32 microcontroller has been the object of this 

work. This controller is designed so as to ensure certain closed-

loop performances. The controller parameters were obtained by 

solving a non-convex optimization problem using a global 

optimization method.  

Moreover, the PI controller has been tested with the same 

microcontroller and compared with the proposed controller. 

Practical results show the effectiveness of the latter. 
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